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A B S T R A C T   

Purpose: To assess the performance of a deep learning (DL) algorithm for evaluating and supervising cataract 
extraction using phacoemulsification with intraocular lens (IOL) implantation based on cataract surgery (CS) 
videos. 
Materials and methods: DeepSurgery was trained using 186 standard CS videos to recognize 12 CS steps and was 
validated in two datasets that contained 50 and 21 CS videos, respectively. A supervision test including 50 CS 
videos was used to assess the DeepSurgery guidance and alert function. In addition, a real-time test containing 54 
CSs was used to compare the DeepSurgery grading performance to an expert panel and residents. 
Results: DeepSurgery achieved stable performance for all 12 recognition steps, including the duration between 
two pairs of adjacent steps in internal validation with an ACC of 95.06% and external validations with ACCs of 
88.77% and 88.34%. DeepSurgery also recognized the chronology of surgical steps and alerted surgeons to order 
of incorrect steps. Six main steps are automatically and simultaneously quantified during the evaluation process 
(centesimal system). In a real-time comparative test, the DeepSurgery step recognition performance was robust 
(ACC of 90.30%). In addition, DeepSurgery and an expert panel achieved comparable performance when 
assessing the surgical steps (kappa ranged from 0.58 to 0.77). 
Conclusions: DeepSurgery represents a potential approach to provide a real-time supervision and an objective 
surgical evaluation system for routine CS and to improve surgical outcomes.   

1. Introduction 

Surgical techniques vary greatly between surgeons, as do surgical 

outcomes [1,2]. Objective comparisons are challenging thus limiting 
critical evaluation and quality improvement. Moreover, surgical super-
vision has historically relied on senior supervision and may lack 
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objectivity [3]. Therefore, there is an urgent need for an objective su-
pervision and evaluation system that contributes to consistent and 
quality supervision globally. 

Cataracts are the most common cause of vision loss and blindness in 
the worldwide; the World Health Organization (WHO) has estimated 
that the number of people with blindness globally is projected to in-
crease from 43.3 million in 2020 to 61.0 million in 2050 [4,5]. 
Currently, visually significant cataracts are managed surgically [6] by 
employing advanced microsurgical techniques and utilizing the 
high-quality optics of the operating microscope. It has been reported 
that an annual cataract surgery (CS) rate of 4000 cases per 1 million 
people is needed to eliminate cataract-induced blindness [7]. Therefore, 
CS may be used as a representative manual surgical procedure to achieve 
objective assessment and standardization. 

Artificial intelligence (AI) holds great promise in automated surgical 
phase recognition [8,9]. Automatic phase recognition is fueled by 
increasingly available surgical information from advanced technologies 
[10]. Video-based surgical records have been widely used because of 
their richer content [11]. The powerful algorithm of the 
three-dimensional convolutional neural network (3D CNN) algorithm 

can extract discriminant, temporal, and spatial features of a video and 
recognize specific actions from video streams [12–15]. 

In this study, we employed a 3D CNN to build an intelligent and 
objective system named DeepSurgery for the evaluation and supervision 
of surgical procedures. Because of the entire-process recognition of CS 
recognition process, DeepSurgery can promote CS workflow standardi-
zation during surgical training. Furthermore, with the real-time feed-
back of surgical supervision, DeepSurgery enables residents to 
accurately evaluate their surgical performance and skills, highlighting 
steps that need further improvement. 

2. Materials and methods 

2.1. Data source and preparation 

Two hundred cataract surgical videos from three experienced oph-
thalmologists from a tertiary hospital (ZOC), who have performed over 
200,000 surgeries individually. Only conventional phaco for age-related 
cataracts was used as an internal dataset to develop the deep learning 
(DL) system. Fifty CS videos from another tertiary hospital (SEH) and 21 

Fig. 1. A architecture of the deep convolutional neural network and assessment scheme. a, In our DL system development, a sampling strategy based on the fusion of 
sparse sampling and dense sampling is proposed. The fusion method is based on backend weighted fusion. A certain number of video frames are extracted by dense 
sampling and sparse sampling for training, and then the prediction error values obtained by the two methods are weighted and added. The results are taken as the 
final prediction error value for backpropagation. For each channel, our model architecture consisted of three convolutional layers, three activation layers, five 
pooling layers, nine inception layers, one fully connected layer and one softmax layer. b, The input data included a sequence of 32 frames in which 3D convolutional 
kernels operated. The probability smoothing method was used to reduce the influence of false identifications. After smoothing and rounding the result, the final step 
type index and its consumption times were output. 
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Fig. 2. Functional architecture and training pipeline of DeepSurgery. a, DeepSurgery includes a deep learning (DL) system and an evaluation scheme. This DL system 
was intended to identify 12 cataract surgery (CS) steps including the duration between two pairs of adjacent steps (idle phase). The evaluation scheme provided 
comprehensive step grades and step duration evaluations. b, The datasets included 186 standard CS videos regarding age-related cataracts from a tertiary hospital 
(ZOC), 50 CS videos from another tertiary hospital (SEH) and 21 CS videos downloaded from an open-access database (OAD). Each step was independently labeled by 
two ophthalmologists with at least 10 years of CS experience, and a senior ophthalmologist was consulted in case of disagreement (expert panel). We developed a DL 
system using labeled steps for training and full videos for validation. c, In the supervision test, DeepSurgery successfully navigated the surgical steps, identified the 
disordered CS video out of 50 videos, and gave timely “warning” reminders. d, To verify the performance of DeepSurgery in assessing surgical steps, a real-time 
comparative test containing 54 CSs was completed between the expert panel and DeepSurgery, and three residents. OVD: ophthalmic viscoelastic device; Phaco: 
phacoemulsification; IOL: intraocular lens. 
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CS videos downloaded from an open-access database (OAD) [16] were 
used for the external validation. The peak signal-to-noise ratio (PSNR) 
[17] was utilized to assess whether a video was blurred. If the PSNR of a 
video was less than 20 dB (dBs), the whole video was discarded, and thus 
fourteen (7%), two (4%) and zero videos were excluded from the in-
ternal dataset, the external validation from SEH and OAD, respectively). 
We studied 12 surgical steps [18–20]: (1) main incision formation, (2) 
side incision formation, (3) ophthalmic viscoelastic device (OVD) in-
jection, (4) capsulorrhexis formation, (5) hydrodissection, (6) phaco, (7) 
cortical material removal, (8) intraocular lens (IOL) implantation, (9) 
OVD removal, (10) IOL centration and (11) wound closure through 
corneal hydration, and (12) idle phases. 

Two ophthalmologists with at least 10 years of CS experience labeled 
the steps of videos and assessed step grades. Any level of disagreement 
was arbitrated by another senior ophthalmologist with over 15 years of 
CS experience. These three ophthalmologists formed an expert panel. 
For step grading, there were four levels: novice, beginner, advanced 
beginner and competent according to the International Council of 
Ophthalmology’s Ophthalmology Surgical Competency Assessment 
Rubric (ICO-OSCAR: phaco) [18]. To obtain the step starting and ending 
times for each step (to calculate the step duration), the average values of 
annotations from the expert panel for each step were defined as the 
ground truth values. 

2.2. DeepSurgery development 

A total of 186 standard videos met the criteria for inclusion and were 
randomly divided into two parts: (1) training: 80% of the data were used 
to optimize the network weights and (2) tuning: 20% of the data were 
used to optimize hyperparameters [21]. 

We used a mixed enhancement method named mixup [22] for data 
expansion to reduce overfitting. A sampling strategy based on the fusion 
of sparse sampling and dense sampling was proposed for the develop-
ment of our DL system. A certain number of video frames were extracted 
by dense sampling and sparse sampling for training, and then the pre-
diction error values obtained by the two methods were weighted and 
added. The results were taken as the final prediction error value for 
backpropagation (Fig. 1a). The input data included a sequence of 32 
frames in which 3D convolutional kernels operated. Each frame was 
recognized, respectively and extracted continuous features among these 
32 frames. The recognition results were calculated by the neural 
network with a softmax function and represented as g(t), where t is the 
video duration. When g(t) was contiguous during the test video, each 
step could be easily segmented. However, false identification could 
occur when g(t) was not strictly contiguous because the recognition 
accuracy (ACC) was not 100%. This in turn could lead to blurring of the 
video segmentation boundaries and inaccurate index statistics of each 
step. Thus, a probability smoothing window function (shown in Eq. (1)) 
was proposed for smoothing, where T, ρ(i)and ρ(j) are the window 
length and given probabilities, respectively. 

S(i) =
ρ(i)

∑i+T
2

j=i− T
2
ρ(j)

(1) 

In most cases, false identification was associated with a low proba-
bility. The probability smoothing method reduced the weight of this 
identification number by a lower ρ(i) compared with neighboring ρ(j)s. 
In other cases, such as false identification with a probability ρ(i), which 
was as high as ρ(j), the probability smoothing method worked similar to 
mean smoothing (S(i)≈ 1/T). After smoothing g(t) and rounding the 
result, the final step type index and its consumption times were denoted 

as g’ (t) and (tstepending − tstepbeginning), g
′

(t) =
∑T

τ=1
S(τ)g(t − τ), where T and 

t are the window length and the video time, respectively. 
The highest probability reported by the softmax function was the 

score awarded to the tester. Since the neural network was trained on 

relatively standardized CS videos, the softmax function measured the 
relative probabilities between different categories, and each result was 
considered the degree of similarity between the tester and the standard 
at each step. Our grading depended on the overall performance at each 
step, and the detailed architecture of assessment scheme is shown in 
Fig. 1b. 

2.3. Supervision test 

The CS chronological order was predetermined according to the ICO- 
OSCAR: phaco and briefly described as (1) main incision formation, (2) 
side incision formation, (3) OVD injection, (4) capsulorrhexis formation, 
(5) hydrodissection, (6) phacoemulsification, (7) cortical material 
removal, (8) OVD injection, (9) IOL implantation, (10) OVD removal, 
(11) IOL centration and (12) wound closure. A total of 50 CS videos 
(collected from the ZOC) with predetermined orders were pooled. One 
CS video was randomly selected from these 50 videos, the OVD injection 
and hydrodissection steps were deleted, and other steps were fitted 
together to disrupt the CS order. The dataset contained 49 CSs with 
predetermined order and one video with man-made disorder to test the 
DeepSurgery navigation and warning functions. 

2.4. Real-time comparative test 

Six ophthalmologists with different levels of surgical experience 
(Supplementary Fig. 1a) were recruited to complete 54 CSs at ZOC be-
tween January 1st, 2019, and June 30th, 2020. While the surgeries were 
being performed, DeepSurgery provided the names of the identified 
steps and the scores of the six vital steps in real time. Simultaneously, 
three ophthalmic residents were asked to independently complete the 
same test as DeepSurgery without prior information. The expert panel 
gave the final grading results for the six steps from 54 surgeries after 
consultation. 

After the real-time comparative test, the three residents were asked 
to review these 54 CS videos and the evaluation results produced by 
DeepSurgery. After reviewing, they were asked to independently com-
plete a new test: assessing another 54 CSs. 

2.5. Statistical analysis 

The analysis code was based on Python 3.5 under the PyTorch 
framework (version 0.4.0). A V100 GPU (64 GB of GPU of memory in 
total) and 512 GB of system memory were used in the experiments. The 
ACC, loss, recall, precision, and F1_score metrics were used to measure 
the performance of the DL system [23,24]. 

The intraclass correlation coefficient (ICC) was calculated to eval-
uate the agreement of step duration produced by DeepSurgery and the 
expert panel [25]. After transforming scores estimated by DeepSurgery 
into four grades, Cohen’s kappa coefficient was calculated to assess the 
agreement between the grades given by the expert panel and Deep-
Surgery or the resident. The kappa was interpreted as follows: poor (k <
0.00), slight (k = 0.00–0.20), fair (k = 0.21–0.40), moderate (k =
0.41–0.60), substantial (k = 0.61–0.80) or almost perfect (k =

0.81–1.00) [26]. Kendall’s W coefficient of concordance was calculated 
to assess the agreement among the three residents [27]. The Wilcoxon 
signed-rank test was used to compare differences in the grading results. 
All statistical tests were two-sided, and a p value less than 0.05 was 
considered statistically significant (R foundation for statistical 
computing, version 4. 0. 0). 

3. Results 

DeepSurgery includes a DL system and an evaluation scheme that 
recognizes the 12 routine CS steps, including the duration between two 
pairs of adjacent steps (idle phases), calculates the step duration, and 
grades the performance (Fig. 2a). The DL system was trained by labeled 
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steps and validated by full videos (Fig. 2b). In the supervision test, 
DeepSurgery successfully navigated the surgical step, identified the 
disorder CS video from 50 videos, and gave a “warning” reminder in a 
timely manner (Fig. 2c). To verify the DeepSurgery performance in 
assessing the surgical steps, a real-time comparative test containing 54 
CS was completed between the expert panel and DeepSurgery and three 
residents (Fig. 2d). 

3.1. Performance of DeepSurgery 

The ACCs of the proposed system on the training and internal vali-
dation were 85.8% and 95.06%, respectively. The training process 
shown in Fig. 3a indicated that the neural network achieved relatively 
stable training results (the ACC reached 1, and the loss reached 
0 smoothly). The validation ACC and loss curves showed that there was 
no overfitting. 

The DeepSurgery performance in external validations is presented in 
Fig. 3b and c. Our DeepSurgery achieved stable performance for CS step 
detection in OAD (ACC ranged from 58.33% to 99.40%, with an average 
ACC of 88.34%, not including the idle phase) and SEH (the ACC ranged 
from 74.70% to 98.83%, with an average ACC of 88.77%). The average 
precision, recall, and F1_score were 89.13%, 85.77%, and 86.74% in the 
OAD dataset and 86.31%, 85.92%, and 85.80% in the SEH dataset, 
respectively (Supplementary Tables 1 and 2). 

3.2. Supervision test 

To further validate the ability of DeepSurgery to supervise CS and 
alert a surgeon to incorrect surgical steps, 50 CS videos were collected 
including 49 videos with a predetermined order and one edited video 
with incorrect orders. DeepSurgery was able to recognize each step and 

accurately indicate the subsequent step. DeepSurgery successfully 
identified the video with the incorrect orders of steps from numerous 
correct videos. When the OVD injection and hydrodissection steps were 
omitted, the surgeon was alerted (Fig. 4a and Supplementary video). 

Supplementary video related to this article can be found at 
doi:10.1016/j.ijsu.2022.106740 

3.3. Step recognition and duration measurement in the real-time test 

Fig. 4b shows the stable performance for surgical step recognition in 
the real-time test (Supplementary Table 3). The ACCs of the 12 CS steps, 
including the idle phases ranged from 85.60% (wound closure) to 
96.92% (phaco), and the average ACC was 90.30%. The average preci-
sion, recall, and F1_score were 92.60%, 88.24% and 89.95%, 
respectively. 

The greatest differences between the duration measurements made 
by DeepSurgery and the expert panel for the phaco and cortical removal 
steps were 2.99 s and 2.94 s, respectively. Except for the OVD injection 
step (ICC = 0.55), the ICCs for the other 10 surgical steps and the idle 
phase were greater than 0.75 (substantial agreement). These results 
implied that DeepSurgery performed comparably to the expert panel in 
terms of measuring the durations of the surgical steps and the idle phase 
(Fig. 4c). 

3.4. Real-time comparative test of the standard level grades 

The grades of the surgeons performing these steps were provided by 
the expert panel according to the explanation of ICO-OSCAR: phaco (the 
distribution of grading is shown in Supplementary Fig. 1b) [18]. Except 
for that of the capsulorrhexis step, the kappa values for the other five 
surgical steps were greater than 0.60, which showed that our evaluation 

Fig. 3. DeepSurgery system performance. a, We 
defined 32 frames of the same step as one sample, and 
each set of 20 samples contained one epoch of 
training data. The ACCs on the training and valida-
tion were 85.8% and 95.06%, respectively. b, The 
ACCs of the 12 CS steps ranged from 74.70% to 
98.83%, and the average ACC was 90.23% in the 
external validation from SEH (n = 50). The average 
precision, recall, and F1_score were 87.63%, 90.72%, 
and 91.08%, respectively. c, The ACCs of the 11 CS 
steps ranged from 58.33% to 99.40%, and the average 
ACC was 88.34% in the external validation from OAD 
(n = 21). The average precision, recall, and F1_score 
were 89.13%, 85.77%, and 86.74%, respectively. 
ACC: accuracy; SEH: a tertiary hospital; OAD: open- 
access database. The band shows the median, and 
the box indicates the middle 50% of individuals. The 
upper and lower error bars show the 95th and 5th 
percentiles of individuals, respectively.   
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system performed similarly to the expert panel in terms of grading these 
phases (Fig. 5a). The grading difference was calculated by subtracting 
the grades given by the expert panel from those indicated by Deep-
Surgery. The results showed that the majority of differences between 
DeepSurgery and the expert panel were one level (Fig. 5b). 

To compare the CS step evaluations provided by the residents and 
DeepSurgery in real time, three ophthalmologic residents were asked to 
independently assess the 54 CS videos (Fig. 6a). Except for those of the 
phaco step evaluations provided by residents No. 1 and No. 3, the values 
for the other steps assessed by the three residents were lower than 0.6 
(ranging from 0.11 to 0.54), which suggests that the residents had dif-
ficulty accurately assessing the grades of surgeons performing CS steps. 
In addition, substantial inconsistencies among the three residents were 
observed (Kendall’s W < 0.6), except for the phaco step (Fig. 6b), which 
indicated that the three residents had different understandings of these 
six CS steps. 

After reviewing 54 CS videos and the evaluation results given from 
DeepSurgery, the three residents were asked to independently complete 
a grading test paper containing 54 new CSs. The performance of the 
three residents was comparable to that of the expert panel in assessing 
phaco and IOL insertion steps. The agreement for a total of six vital steps 
between residents and the expert panel was significantly improved 
before and after reviewing the grading results of 54 CSs provided by 
DeepSurgery (Fig. 6c and d). 

4. Discussion 

This study established a DL system (DeepSurgery) for the evaluation 
and supervision of CS. DeepSurgery successfully supervised CS by 
providing the correct chronological order and timely alerts about 

incorrect workflows. In a real-time comparative test, DeepSurgery and 
the expert panel produced comparable results when assessing the sur-
gical steps. To the best of our knowledge, this is the first intelligent 
evaluation and supervision system for CS. 

Depending on the type of cataract, the required CS technique may 
vary greatly. With regard to standard phaco, surgical steps remain 
largely consistent, notwithstanding nuanced approaches depending on 
the maturity of the cataract and ocular and systemic comorbidities. We, 
therefore, used these standard steps for our research. We used 186 
standard regular CS videos to train a DL system, and in the real-time 
comparative test, DeepSurgery exhibited robust performance. 
Compared to static images, high-resolution videos contain abundant and 
continuous information, including temporal and spatial features. In 
addition to the 12 surgical steps and idle phases, DeepSurgery auto-
matically recognized the whole procedure of regular CS. 

In recent years, some researchers have applied AI to CS. To identify 
surgical steps, many previous studies [28–30] used pictures taken from 
surgical videos to train models. In addition, a few studies have used 
surgical videos as training data. A cross-sectional study from Johns 
Hopkins University collected 100 CS videos to identify ten steps within 
the videos by using five algorithms such as CNN and recurrent neural 
network [31]. The unweighted ACCs corresponding to the surgical steps 
ranged from 0.915 to 0.959, and the areas under the receiver operating 
characteristic curve (AUCs) ranged from 0.712 to 0.773. The authors 
evaluated the ability of algorithms to perform step identification using 
presegmented videos, but real-life applications require algorithms that 
detect both segment boundaries and surgical steps. Quellec and col-
leagues [32] gathered 186 surgical videos; the average AUC for the joint 
segmentation and recognition of surgical tasks was 0.856. The motion 
contents of short video subsequences were modeled using 

Fig. 4. Performance of the supervision test, step 
recognition and duration measurement of Deep-
Surgery in the real-time test. a, Fifty CS videos were 
collected, including 49 videos with a predetermined 
order and one video edited with incorrect orders. 
DeepSurgery successfully identified the incorrect CS 
video, recognized the surgical steps performed by the 
surgeon, and alerted the surgeon to the next step. 
When the OVD injection or hydrodissection steps 
were omitted, an alert was given. b, We designed a 
real-time test to evaluate the DeepSurgery perfor-
mance. The ACCs of the 12 CS steps ranged from 
85.60% to 96.92%, and the average ACC was 90.30%. 
The average precision, recall, and F1_score were 
92.60%, 88.24% and 89.95%, respectively (n = 54). 
c, The ICC was calculated to evaluate the agreement 
between the step duration given by the DeepSurgery 
and the expert panel. Except for the OVD injection 
step (0.55), the ICCs of the other 10 surgical steps and 
the idle phase were greater than 0.75 (substantial 
agreement). ACC: accuracy. The band shows the me-
dian, and the box indicates the middle 50% of in-
dividuals. The upper and lower error bars show the 
95th and 5th percentiles of individuals, respectively. 
CM: cortical material; OVD: ophthalmic viscoelastic 
device; Phaco: phacoemulsification; IOL: intraocular 
lens; idle phase: the duration between two pairs of 
adjacent steps.   
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spatiotemporal polynomials, but the dimensions included only hori-
zontal and vertical motion. The extraction of incomplete information 
from surgical procedures greatly affects the intelligent evaluation of CS 
steps. 

Compared with previous studies, our study has several novelties. 
First, to the best of our knowledge, this is the first study to apply a 3D 
CNN for research on CS procedures that has been reported. This algo-
rithm can extract not only the temporal but also the spatial features of 
videos. The sampling strategy we proposed considered both more useful 
features in the surgery and a lower hash rate. Second, a total of 12 
surgical steps, including idle phases were identified to achieve accept-
able performance in terms of recognizing surgical phases and segment 
boundaries. This is beneficial for establishing standard CS procedures 
that are highly applicable in the real world. Third, DeepSurgery not only 
recognized the chronological order of surgical steps and alerted 

surgeons to the incorrect order of steps, but also presented comparable 
performance to the expert panel in terms of the evaluation of surgical 
steps. DeepSurgery may become the paradigm for surgical management 
through intelligent and real-time supervision and feedback. 

The finely tuned microsurgical skills of experienced cataract sur-
geons, achieved through their life-long development, are reflected in the 
steep learning curves for novice ophthalmologists [33]. CS learning 
curves for residents are also strongly related to feedback-based teaching 
guidance [34]. By providing a timely reminder for the next step and a 
warning for an incorrect step during CS, DeepSurgery may reduce sur-
gical errors and guide the surgeons, especially novices, for the stan-
dardized procedures during clinical practice and CS learning. We 
showed that individual residents may have difficulty in self-evaluating 
even if explanations of the standard CS steps were provided. Deep-
Surgery provides an objective and standardized evaluation system for 

Fig. 5. The grading performance of DeepSurgery in 
the real-time test. a, Six vital surgical steps were 
evaluated using DeepSurgery in real time, and the 
grades of surgeons performing these steps were pro-
vided by the expert panel according to the explana-
tion of ICO-OSCAR: phaco. Except for that of the 
capsulorrhexis step, the kappa values for the other 
five surgical steps exceeded 0.60, which means that 
the agreement between the expert panel and Deep-
Surgery was substantial. b, Detailed grading differ-
ences between the expert panel and DeepSurgery. On 
the y-axis, a value of zero denotes that DeepSurgery 
gave the same grade as that of the expert panel. A 
positive value indicates that the grade given by the 
expert panel was higher than that indicated by 
DeepSurgery, and a negative value denotes the 
opposite situation. A larger value indicates a greater 
difference between the results of the expert panel and 
DeepSurgery. The bars show 95% confidence in-
tervals (CIs). CM: cortical material; Phaco: phaco-
emulsification; IOL: intraocular lens.   
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evaluating of CS steps. DeepSurgery offers a potential solution to the 
shortage of experienced instructors in traditional ophthalmology resi-
dent training programs. Moreover, with the development of AI and 
precision machinery technology, intelligent robots may become 
important assistants in the pursuit of improvement in surgical precision 
and safety. In our previous work, we proposed an autonomous robotic 
system for creating a self-sealing incision for use during CS [35]. 
DeepSurgery also has the potential to accelerate the development of 
such intelligent surgical robots to improve precision medicine. 

Several limitations should be noted in this study. ZOC is a tertiary 
hospital with many complex CSs, which are usually admitted by expe-
rienced senior surgeons. Although DeepSurgery could correctly assess 
the nonstandard steps even when trained with a relatively small sample 
size, it may produce different results in different settings. In addition, 
our DeepSurgery method focuses on the routine steps of age-related CS, 
and further work is needed to evaluate different techniques used in CS. 
This may render DeepSurgery more applicable to ongoing training of 
novice surgeons as they learn new techniques and expand their reper-
toire. Finally, alerts are currently limited to identifying incorrect se-
quences of steps and grading the quality of surgery. Currently, no real- 
time alerts exist for maneuvers associated with increased risks of 

complications, such as bringing instruments too close to the posterior 
capsule. Further efforts are required to refine DeepSurgery in more 
nuanced aspects of CS to reduce the risk of complications. 

5. Conclusion 

DeepSurgery provides a real-time supervision and objective surgical 
evaluation system for routine CS, improves the quality of surgery, and 
reduces the demands on senior ophthalmologist trainers for surgical 
guidance. It may form the basis for establishing a standardized and 
efficient CS workflow. 
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